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Information-Flow Analysis

Established topic in computer security
Core Idea: Public and Private Information
Private Information must not be leaked
Many Tools [1, 2, 4]
Exhaustive analysis of source code

Public Secret

✓

Unconditional Noninterference

P satisfies Uncond. Noninterference
iff for any u ∈ U and g1,g2 ∈ G:

P (g1,u) = P (g2,u)

We can analyze Decision Making Software w.r.t Fairness Criteria by assigning high security
status to a protected group attribute and performing Information-Flow analyses

Unconditional Nonintereference ⇒ Demographic Parity

If:
Group G ∈ G and
Unprotected Attribute U ∈ U independent
Program P satisfies unconditional
noninterference

Then:
=⇒ Outcome of P satisfies demographic parity

Wage Tax Software:
1.5k LOC in Java
35 Input Variables
including Religion
Approx. 2153 possible
input values!

Analysis using Joana:
Religious Affiliation has no influence on wage tax

Restricted Information-Flow

Define restricted classification R : G × U → R

No Information-Flow within each class r ∈ R
=⇒ Auditable characterization of limitations
=⇒ Conditional Demographic Parity

Quantitative Information-Flow: Conditional Vulnerability [3]

Intuition:
Observation of random U ∈ U and outcome P (G,U).

V (G|P,U) = Probability of correctly guessing G

Conditional Vulnerability measures Fairness Spread:

Fairness Spread S (G,U,P)∑
u∈U

Pr [U = u]︸ ︷︷ ︸
Weighted by U

· max
g1,g2∈G

(Pr [P (g1,u) = 1]− Pr [P (g2,u) = 1])︸ ︷︷ ︸
Maximal disparity between groups

Handwavy Explanation:
The higher the fairness spread, the more group-based

disparities.

Relation to Causal Analysis

Fairness Spread provides an upper bound on the
probability that a random individual has a

counterfactual with a deviating outcome for P
=⇒ Information-Flow Analysis is

compatible with Causal Graphs
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